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ABSTRACT

Let {X, , =1} be a sequence of random variables. Many concapth as sum of random variables, maximum
and minimum of random observations and relatedstits have been thought off and their propertegehbeen studied in

the literature. This paper gives few generalizeacepts on random observations along with applinatio
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INTRODUCTION

The quality of highway depends on the area whegedbnstructed. Quality of highway constructedhia coastal
area is very high as the temperature, weatherandall are extreme and hence can cause hugeTbsscost of highway
in coastal area is very high compared to plain |@nlthe other hand same quality of highway inmpland is once again a
loss to the government. As a result extreme behafitemperature, pressure, weather and rain fallvary important
factors to be considered in the decision of quadityhighways. In the above example, let,{X>1} be a sequence of
random measurement with common distribution fumctid.f) F. Let F(x)<1 for all x real. Gnedenko 4B) was first to
study the degenerate limit of,¥ds n=> o, where Y, = max(X;, X,, ..., X;). The material strength is its weakest point This
is an example of W= min(Xy, X,, ..., X,). Therefore it is meaningful to study the behawdbextreme values. Extensive

discussion can be found in Galambos (1978).

This paper concentrates on defining the relatecteymis on random measurements with applicationscéjia
defined are:

Forward moving maxima

Moving maxima for first k(n) observations
Moving minima for first k(n) observations
Forward moving minima

Max-ex for n observations

Moving max-ex for first k(n) observations
Backward moving max-ex

Forward moving max-ex
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38 N. Vadiraja

Moving mex for first k(n) observations
Backward moving mex

Forward moving mex
RESULT AND DISCUSSION

According to ICMR-GCP, subjects in a clinical trizdn withdraw at any time. It is a right of the jgab. As a
result in clinical trials, drop out of subject i &sue. To overcome this issue, usually compan@gase the estimated
sample size by x% of drop outs to meet the requsachple size. Suppose that at the entry point, sagample
observations are selected and at the end poirltrad¢ad trial, k(n) subjects complete the trials & result k(n) is a fixed
guantity. Hence, the clinical trial that has stdrtéth n subjects ends at k(n) subjects, i.e. @ imoving event. In social
science research, it is common to discuss the nsspoate. Suppose for n subjects estimated, onerewve k(n)
complete responses. As a result, n subjects mavédn) respondents. Hence due to drop out subj&@ts,is a fixed
guantity and is a real valued sequence varying f2gkfn)<n. If there are no dropouts in clinical trials kégsumes value
n. Clinical trial is meaningless if k(m) 0. At the end of the study, after the dropouts) kibservations are available and
this is a fixed constant. This fixed constant fsirction of the sample size (n), where n is avéddab the beginning of the
clinical trial. As a result, the assumption on k{mturally occurs. Any biological parameters sushbéochemical
parameters, pathological parameters and so on e€ahdught of for k(n) observations. In the caséngfertension and
hyperglycemia it is customary to think of maximumdue of the patient. As a result, Hebbar and Valifh996-97) have

defined forward moving maxima as follows withoupagation.

Forward moving maxima gy = max(X.1 , Xne2 s -... Xos k) Where k(n) is a sequence of positive integers,

2< k(n) <n with certain assumption on k(n):
k(n) is non-decreasing
Sup [ k(n+1) — k(n)ku (finite)
and
k(n) = [n/(logn}™] where t(n)>p, 0<p<w as N> o

In the case of hypothermia, hypotension and hymaghia it is customary to think of minimum value tog
corresponding parameter of the patient. In viewtlo$ the following concept is defined. Forward mmyiminima
Yk(n)* = mMin(Xns1 , Xnsz oy Xt k) - These k(n) random variables on to the righn‘E‘)bbservation are different from
those of backward moving minima and is defined g§ ¥ min(X.xny+1, Xn-kmy+2 ----» Xn) for k(n) observations to the left

of n"observations. The term moving maxima is due to Ratin and Russo (1991).

Below few issues with k(n) observations in movingxima will be addressed. Firstly, in moving maxjrttee
first k(n) observations are selected out of n ole@wns. It appears that there is a biasedness guthenselection of k(n)
observations. Secondly, why can’t k(n) observatioeselected randomly? The answer is, as k(n) whisens are selected
from the randomly selected n observations from pufadion, the biasedness will not arise at all. Bha&ection of k(n)
observations randomly from randomly selected n fagi®ns is not necessary and leads to complicatiorealing with

the independence of events. As a result, the saeof random k(n) observations are not relevaméoAhat, for larger n
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and n matching with N (the finite population sizky) observations also become larger. For largey « n, the concept
of random selection loses its importance. Thirdifat is the need for selection of k(n) observatifmosn n? Fewer
number of observations are studied in order toesfdconstraints such as monetary, human resoimeeand availability
of resource issues. One can think of many apptinatthose cannot be addressed over the entiregiimpuylespecially in
the case of research involving the destructivenedtitems. There are certain applications wheresearcher will struggle
hard to reach the required sample size also. Fampbe in medical field, the replacement of artéicknee joint or
replacement of bone with steel rod or organ traamgption and so on involve cost. In such situatimme can think of k(n)
observation concept or in the case of non fundedareh. Here the issue is that, does k(n) obsenstneet 80% power?
As an answer, either one can think of n for moent80% power and work k(n) for 80% or fix n for 8@wer then this
situation will be a particular case of k(n). Espdlgi for larger n the k(n) can be thought off tchewe the better result.
Also that, in market surveillance research in chiitrials of rejected drug, the company will bgerato know the factors
for drug failure. In such situations they are natrried about n, and can concentrate on k(n). Witithase explanation,

k(n) concept is reasonable.

In a hospital based study, the researcher willnterésted in the sequential sampling where-in easens on
patients will be collected based on their occuresn®Now hyperthermia and hypothermia applicatiarslwe thought off.
Define moving maxima of the first k(n) observasoas \((n)** = max(X% , Xz ...., Xym) Where X, i=1,23,,,k(n) be
hyperthermia on"iday or I"individual. Observe that these random observatiwadifferent from that of forward moving
maxima and backward moving maxima. On similar lioege can think of first k(n) observations on hypmothia
application to study the minimum temperature ofratividual on |" day. In view of this, define moving minima of tfiest

k(n) observations as \),” = min(X;, Xz , ..., Xim)-

Next few concepts on the values not taken by tmelaen phenomenon will be discussed. Let us consder
clinical trial application once again. Subjectsipatis are very important to conduct the clinicaals. To select the
required number of subjects it is customary to estnmany volunteers. To enroll the volunteers tal thiey have to pass
the screening test. Let success be the clearisgretning test. The number of subjects requiredhforclinical trials is a
fixed quantity. To meet with this number of suc¢edsctors undergo screening tests on volunteersemeral days.
Suppose a subject doesn’t pass the screeningttissg miss hit. In other wards, failure is a migisby the success. On a
given {" day the number of miss hits by r successes is@ora variable. It is customary by a pharmaceuiiualistry to
invest on all volunteers to undergo screeningiteselecting r number of success. Suppose a v@uniésses the success,
the money invested on him will add to wastage aft.cHence, company will be interested to know tleximum wastage
cost. To address this question, it is meaningfldnow the maximum of miss hits to success. As alte®llowing related

concepts are defined. Over n number of days, themen excludent is defined as follows.
The maximum excludent (max_ex) over n observations:
Zo=max_ex(X, Xo, ..., X))
=max (& 0: for X #tforj=1,2, ...n).
Moving max_ex of first k(n) observations:
Ziwy = max_ex(X, Xa, -, Xm)
=min(& 0: for X, #tforj=1, 2, ...k(n)).
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Forward moving max_ex:
Ziny = Max_exX(Ke1, Xnszs eoonr Xt kin)
=max (& 0: for X # tforj = n+1, n+2, ...n+k(n)).
and
Backward moving max_ex:
Ziy = MaX_eX(Xoknyet s Xnk(npsz s s Xo)
= max(t 0: for X # t for j = n-k(n)+1, n-k(n)+2 , ...n)

To understand the max_ex concept an example isedodut below. Let X X,, Xz are random variables
representing “number of miss hit to success'bday”, j=1,2,3. Let the number of success i.e. neindf subjects cleared

the screening test on each day be 3. Let the nuafbeiss-hit to success on each day be 13, 30THé&n max_ex is:
Z,= max(t>0: for X #tforj=1, 2, 3)
=max(X#3, X #3, Xg#3)
=max(X% = 13, % = 30, % = 15)

Note that the company will also be interested itmesting the minimum wastage cost. Hence minimunthef
number of miss hit to success is also importantaAssult, when we concentrate on the k(n) numbdags, k(n) being a
fixed quantity, for different k(n) the minimum ofigs-hit random variables also changes. As a rdsulfard moving
minimal excludent (moving mex) is meaningful. Tleent mex is due to Conway(1978). In view of thisfirte forward

moving mex as:
Ly = MeX(Xs1, Xnsz s +oeer Kot k(n)
= min(tx 0: for X # t for j = n+1, n+2 , ...n+k(n)).
On similar lines backward moving mex is defined as:
Liy = MeX((Xnkgyrt s k(s «--» Xn)
= min(t> 0: for X # t for j = n-k(n)+1, n-k(n)+2, ...n)

It is called backward moving mex because the kémdom observations are left to th® sbservations. These

observations are different from that of forward mé&ext define moving mex of first k(n) observatsoas:
Liey = MeX((X s X, «+ves X))
=min(& 0: for X #tforj=1, 2, ...k(n)).
To understand the mex concept an example is warkedelow. Let X, X, , Xzare random variables.
L= min(t> 0: for X; #tforj=1, 2, 3)
=min(X #0, X #3, X3# 6)

=min ({1,2,3,..}, {0,1,2,4,...}, {0,1,2,3,4,5,7,})
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CONCLUSIONS

Motto of this paper is just to define the newer aapts and to provide application. However, theseepts can

be applied in many areas to the user’s advantage.
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